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#### Abstract

In this paper some systems of differential equations with partial derivatives are studied by using the properties of Gâteaux differentiable functions on commutative algebras. The connection between solutions of systems of differential equations in partial derivatives and components of monogenic functions on corresponding commutative algebras is shown. We also give some examples of systems of differential equations with partial derivatives and find their solutions.
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## 1. Introduction

The study of partial differential equations (PDE) by using the properties of monogenic (Gâteaux differentiable) functions on commutative algebras sometimes makes it possible to effectively find solutions of these equations and investigate their characteristics. The best-known example of such an approach is the fact that the real and imaginary parts of a complex analytic function are harmonic functions, that is, solutions of the two-dimensional differential Laplace equation.

In $[1-4]$ solutions of the multidimensional Laplace equation were studied. A generalization of this method to a wide class of partial differential equations with constant coefficients was implemented in [5]. The method consists in finding the commutative algebra associated with the differential equation and constructing monogenic functions on the corresponding subspace of this algebra. It is proved that in the case of a finite-dimensional algebra all the components of such a monogenic function are solutions of the corresponding equation.

In [6] and [7] this method is applied to the study of one-dimensional distribution of the particles moving in Erlang-2 and Erlang-3 semi-Markov media.

In [8] the method is generalized to an PDE with linearly dependent variable coefficients.

In this paper the method of finding solutions by using monogenic functions is used to study the solutions of systems of partial differential equations with constant coefficients.

## 2. Monogenic functions on commutative algebra

Let $\mathbf{A}$ be a $n$-dimensional commutative algebra over a field $\mathbb{K}$ of characteristic 0 . Denote by $\vec{e}_{1}, \ldots, \vec{e}_{n}$ a basis of $\mathbf{A}$. Consider an $m$ dimensional subspace $\mathbf{B}$ of the algebra $\mathbf{A}$, where $m \leq n, m, n \in \mathbb{N}$ with the basis $\vec{e}_{1}, \vec{e}_{2}, \ldots, \vec{e}_{m}$. Suppose we have a function $\vec{f}: \mathbf{B} \rightarrow \mathbf{A}$ of the following form

$$
\vec{f}(\vec{x})=\sum_{k=1}^{n} u_{k}(\vec{x}) \vec{e}_{k}
$$

where $u_{k}(\vec{x})=u_{k}\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ are $\mathbb{K}$-valued functions of $m$ variables $x_{i} \in \mathbb{K}$.

Thus,

$$
\mathbf{B} \ni \vec{x}=\sum_{i=1}^{m} x_{i} \vec{e}_{i} \xrightarrow{\vec{f}} \sum_{k=1}^{n} u_{k}\left(x_{1}, x_{2}, \ldots, x_{m}\right) \vec{e}_{k}
$$

such that $u_{k}: \mathbb{K}^{m} \rightarrow \mathbb{K}, k=1, \ldots, n$.
Definition 1. A function $\vec{f}$ is called differentiable at a point $\vec{x}_{0} \in \mathbf{B}$ if there exists a unique element $f^{\prime}\left(\vec{x}_{0}\right) \in \mathbf{A}$ such that for any $\vec{h} \in \mathbf{B}$

$$
f^{\prime}\left(\vec{x}_{0}\right) \vec{h}=\lim _{\mathbb{K} \ni \varepsilon \rightarrow 0} \frac{f\left(\vec{x}_{0}+\varepsilon \vec{h}\right)-f\left(\vec{x}_{0}\right)}{\varepsilon}
$$

where $f^{\prime}\left(\vec{x}_{0}\right) \vec{h}$ is the product of two elements $f^{\prime}\left(\vec{x}_{0}\right)$ and $\vec{h}$ of algebra $\mathbf{A}$.
Definition 2. A function $\vec{f}: \mathbf{B} \rightarrow \mathbf{A}$ is said to be monogenic if it is differentiable at every point $\vec{x} \in \mathbf{B}$.

Remark 1. It is easily seen that if $\mathbf{A}=\mathbf{B}=\mathbb{C}$ then a monogenic function is differentiable in the complex sense.

In papers $[5,8]$ the following two theorems were proved.

Theorem 1. A function $\vec{f}(\vec{x})=\sum_{k=1}^{n} \vec{e}_{k} u_{k}(\vec{x})$ is differentiable at point $\vec{x}_{0}$ if and only if there exist partial derivatives $\frac{\partial \vec{f}\left(\vec{x}_{0}\right)}{\partial x_{i}}, i=1, \ldots, m$, which satisfy the following conditions

$$
\begin{array}{r}
u_{k}\left(x_{1}+\varepsilon h_{1}, x_{2}+\varepsilon h_{2}, \ldots, x_{m}+\varepsilon h_{m}\right)-u_{k}\left(x_{1}, x_{2}, \ldots, x_{m}\right) \\
=\varepsilon \sum_{i=1}^{m} \frac{\partial u_{k}}{\partial x_{i}} h_{i}+o(\varepsilon), \mathbb{K} \ni \varepsilon \rightarrow 0, \forall\left(h_{1}, h_{2}, \ldots, h_{m}\right) \in \mathbb{K}^{m} \\
k=1,2, \ldots, n
\end{array}
$$

and

$$
\vec{e}_{i} \frac{\partial \vec{f}\left(\vec{x}_{0}\right)}{\partial x_{j}}=\vec{e}_{j} \frac{\partial \vec{f}\left(\vec{x}_{0}\right)}{\partial x_{i}}, \quad i, j=1, \ldots, m
$$

Remark 2. The conditions $\vec{e}_{i} \frac{\partial \vec{f}\left(\vec{x}_{0}\right)}{\partial x_{j}}=\vec{e}_{j} \frac{\partial \vec{f}\left(\vec{x}_{0}\right)}{\partial x_{i}}, i, j=1, \ldots, m$ can be written in the following form

$$
\begin{equation*}
\sum_{k=1}^{n} \frac{\partial u_{k}}{\partial x_{j}} \vec{e}_{i} \vec{e}_{k}=\sum_{k=1}^{n} \frac{\partial u_{k}}{\partial x_{i}} \vec{e}_{j} \vec{e}_{k} \tag{2.1}
\end{equation*}
$$

Conditions (2.1) are called the generalized Cauchy-Riemann equations since when we have the special case $\mathbf{A}=\mathbf{B}=\mathbb{C}$ they are the Cauchy-Riemann equations.

For positive integers $r, m$ we introduce the following polynomial $P\left(\xi_{1}, \xi_{2}, \ldots, \xi_{m}\right)=\sum_{i_{1}+i_{2}+\cdots+i_{m}=r} C_{i_{1}, i_{2}, \ldots, i_{m}}\left(x_{1}, x_{2}, \ldots, x_{m}\right) \xi_{1}^{i_{1}} \xi_{2}^{i_{2}} \ldots \xi_{m}^{i_{m}}$,
where $C_{i_{1}, \ldots, i_{m}}\left(x_{1}, \ldots, x_{m}\right)$ are $\mathbb{K}$-valued continuous functions of the $m$ variables $x_{1}, \ldots, x_{m} \in \mathbb{K}$.

Now, let us consider the following differential equations

$$
\begin{equation*}
P\left(\partial_{1}, \partial_{2}, \ldots, \partial_{m}\right)\left[u\left(x_{1}, x_{2}, \ldots, x_{m}\right)\right]=0 \tag{2.3}
\end{equation*}
$$

where $\partial_{k}=\frac{\partial}{\partial x_{k}}$.
Theorem 2. Let $P$ be a polynomial as in Eq. (2.2), and let a function $\vec{f}: \mathbf{B} \rightarrow \mathbf{A}$ be monogenic. In addition,

$$
\vec{f}(\vec{x})=\sum_{k=1}^{n} \vec{e}_{k} u_{k}(\vec{x})
$$

where $\vec{e}_{1}, \vec{e}_{2}, \ldots, \vec{e}_{m}$ is a basis of the subspace $\mathbf{B}$ of the algebra $\mathbf{A}$ such that

$$
P\left(\vec{e}_{1}, \vec{e}_{2}, \ldots, \vec{e}_{m}\right)=0
$$

then the functions $u_{k}(\vec{x}), k=1, \ldots, n$ are solutions of Eq. (2.3).

## 3. Differential functions proving solution to systems of PDEs.

Consider the following system of PDEs

$$
\left\{\begin{array}{c}
D_{11} u_{1}(\vec{x})+D_{12} u_{2}(\vec{x})+\cdots+D_{1 N} u_{N}(\vec{x})=0  \tag{3.4}\\
D_{21} u_{1}(\vec{x})+D_{22} u_{2}(\vec{x})+\cdots+D_{2 N} u_{N}(\vec{x})=0 \\
\vdots \\
\vdots \\
D_{n 1} u_{1}(\vec{x})+D_{n 2} u_{2}(\vec{x})+\cdots+D_{N N} u_{N}(\vec{x})=0
\end{array}\right.
$$

where $D_{i j}$ are differential operators which satisfy commutative conditions $D_{i j} D_{k l}=D_{k l} D_{i j}, i, j, k, l=1,2, \ldots, N$.

Let us introduce the matrix of differential operators as follows

$$
D=\left(\begin{array}{cccc}
D_{11} & D_{12} & \cdots & D_{1 N}  \tag{3.5}\\
D_{21} & D_{22} & \cdots & D_{2 N} \\
\vdots & \vdots & \ddots & \vdots \\
D_{N 1} & D_{N 2} & \cdots & D_{N N}
\end{array}\right)
$$

Denote by $\operatorname{det}(D)$ the determinant of $D$ and by $A_{i j}$ the algebraic complements of the matrix of elements of $D$, that is $\operatorname{det}(D)=D_{N 1} A_{N 1}+$ $D_{N 2} A_{N 2}+\cdots+D_{N N} A_{N N}$.

Theorem 3. Suppose $u_{i}(\vec{x}), i=1, \ldots, N$ is a solution of system (3.4), then for all $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N} \in \mathbb{K}$, we have

$$
\begin{equation*}
\operatorname{det}(D)\left(\lambda_{1} u_{1}(\vec{x})+\lambda_{2} u_{2}(\vec{x})+\cdots+\lambda_{N} u_{N}(\vec{x})\right)=0 \tag{3.6}
\end{equation*}
$$

Proof. The system of PDEs (3.4) can be represented in the vector-matrix form:

$$
\begin{equation*}
D \vec{U}(\vec{x})=\overrightarrow{0} \tag{3.7}
\end{equation*}
$$

where $D$ is the matrix (3.5), and $\vec{U}(\vec{x})=\left(\begin{array}{c}u_{1}(\vec{x}) \\ u_{2}(\vec{x}) \\ \vdots \\ u_{N}(\vec{x})\end{array}\right), \overrightarrow{0}=\left(\begin{array}{c}0 \\ 0 \\ \vdots \\ 0\end{array}\right)$.
Denote by $\tilde{D}=\left(A_{i j}\right)^{T}$ the transpose matrix composed of the complements $A_{i j}$.

Multiplying Eq. (3.7) by the matrix $\tilde{D}$, i.e., $(\tilde{D} D) \vec{U}=\tilde{D}(D \vec{U})=$ $\tilde{D} \overrightarrow{0}=\overrightarrow{0}$, we obtain

$$
\left(\begin{array}{cccc}
\operatorname{det}(D) & 0 & \cdots & 0 \\
0 & \operatorname{det}(D) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \operatorname{det}(D)
\end{array}\right)\left(\begin{array}{c}
u_{1}(\vec{x}) \\
u_{2}(\vec{x}) \\
\vdots \\
u_{N}(\vec{x})
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right)
$$

Hence,

$$
\left\{\begin{array}{c}
\operatorname{det}(D) u_{1}(\vec{x})=0 \\
\operatorname{det}(D) u_{2}(\vec{x})=0 \\
\vdots \\
\operatorname{det}(D) u_{N}(\vec{x})=0
\end{array}\right.
$$

or

$$
\begin{equation*}
\operatorname{det}(D)\left(\sum_{i=1}^{N} \lambda_{i} u_{i}(\vec{x})\right)=0 \tag{3.8}
\end{equation*}
$$

for all $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N} \in \mathbb{K}$.
Remark 3. It is easily seen that by solving Eq. (3.8) we obtain a linear combination of the system (3.4) with solutions $u_{i}(\vec{x}), i=1, \ldots, N$. Hence, if we have $m$ linear independent solutions $v_{i}(\vec{x}), i=1, \ldots, m$ of $\operatorname{det}(D) v(\vec{x})=0$ then we can look for a solution of the system (3.4) in the form of a linear combination as follows

$$
u_{i}(\vec{x})=c_{i 1} v_{1}(\vec{x})+c_{i 2} v_{2}(\vec{x})+\cdots+c_{i m} v_{m}(\vec{x}), \quad i=1,2, \ldots, m .
$$

## 4. Examples

### 4.1. Example.

Consider the following system of PDEs

$$
\left\{\begin{align*}
\frac{\partial^{2}}{\partial x^{2}} u_{1}(x, y)+\frac{\partial^{3}}{\partial y^{3}} u_{2}(x, y) & =0  \tag{4.9}\\
\frac{\partial}{\partial y} u_{1}(x, y)+\frac{\partial^{2}}{\partial x^{2}} u_{2}(x, y) & =0
\end{align*}\right.
$$

where $x, y \in \mathbb{R}$ and $u_{k}, k=1,2$ are real functions.
Let us write Eqs. (4.9) in the matrix form

$$
D \vec{U}(x, y)=\overrightarrow{0}
$$

where

$$
D=\left(\begin{array}{cc}
\frac{\partial^{2}}{\partial x^{2}} & \frac{\partial^{3}}{\partial y^{3}} \\
\frac{\partial}{\partial y} & \frac{\partial^{2}}{\partial x^{2}}
\end{array}\right), \quad \vec{U}=\binom{u_{1}(x, y)}{u_{2}(x, y)}, \quad \overrightarrow{0}=\binom{0}{0}
$$

In this case we have the following equation

$$
\begin{equation*}
\operatorname{det}(D) v(x, y)=\left(\frac{\partial^{4}}{\partial x^{4}}-\frac{\partial^{4}}{\partial y^{4}}\right) v(x, y)=0 \tag{4.10}
\end{equation*}
$$

Here we have the following correspondent polynomial $P\left(\xi_{1}, \xi_{2}\right)=$ $=\left(\xi_{1}^{2}\right)^{2}-\left(\xi_{2}^{2}\right)^{2}$. Then, we should find an algebra with basis $\vec{e}_{1}, \vec{e}_{2}$ satisfying

$$
\begin{equation*}
P\left(\vec{e}_{1}, \vec{e}_{2}\right)=\left(\vec{e}_{1}^{2}\right)^{2}-\left(\vec{e}_{2}^{2}\right)^{2}=0 \tag{4.11}
\end{equation*}
$$

It is easily seen that the basis $\{1, i\}$ of complex numbers satisfies Eq. (4.11), hence, we consider the case where $\mathbf{A}=\mathbf{B}=\mathbb{C}$.

Let us consider function $f(z)=e^{z}=e^{x}(\cos y+i \sin y)$. It is easily verified that $u_{1}(x, y)=C e^{x} \cos y-C e^{x} \sin y, u_{2}(x, y)=C e^{x} \cos y+$ $C e^{x} \sin y$, where $C \in \mathbb{R}$, is a solution of the system (4.9). It means that $c_{11}=-c_{12}=c_{21}=c_{22}=C$.

We should notice that for the system

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial x} u_{1}(x, y)+\frac{\partial^{2}}{\partial y^{2}} u_{2}(x, y)=0  \tag{4.12}\\
\frac{\partial^{2}}{\partial y^{2}} u_{1}(x, y)+\frac{\partial^{3}}{\partial x^{3}} u_{2}(x, y)=0
\end{array}\right.
$$

In this case we also have $\operatorname{det}(D)=\left(\frac{\partial^{4}}{\partial x^{4}}-\frac{\partial^{4}}{\partial y^{4}}\right)$. Hence, we can consider the same function $f(z)=e^{x}(\cos y+i \sin y)$ to obtain a solution for (4.12).

It can be easily verified that $u_{1}(x, y)=C e^{x} \cos y+C e^{x} \sin y, u_{2}(x, y)=$ $u_{1}(x, y)$, is a solution of the system (4.12). This is also equivalent to say that $c_{11}=c_{22}=c_{12}=c_{21}=C$.

### 4.2. Example.

Let us solve the following system

$$
\left\{\begin{align*}
\frac{\partial}{\partial z} u_{1}(z, w)+\frac{\partial^{2}}{\partial w^{2}} u_{2}(z, w) & =0  \tag{4.13}\\
\frac{\partial^{2}}{\partial w^{2}} u_{1}(z, w)+\frac{\partial}{\partial z} u_{2}(z, w) & =0
\end{align*}\right.
$$

where $z, w \in \mathbb{C}$ and $u_{k}, k=1,2$, are complex functions.

Consider the matrix form of system (4.13)

$$
D \vec{U}=\overrightarrow{0}
$$

where

$$
D=\left(\begin{array}{cc}
\frac{\partial}{\partial z} & \frac{\partial^{2}}{\partial w^{2}} \\
\frac{\partial^{2}}{\partial w^{2}} & \frac{\partial}{\partial z}
\end{array}\right), \quad \vec{U}=\binom{u_{1}(z, w)}{u_{2}(z, w)}, \quad \overrightarrow{0}=\binom{0}{0} .
$$

For this case we have

$$
\begin{equation*}
\operatorname{det}(D) v(z, w)=\left(\frac{\partial^{2}}{\partial z^{2}}-\frac{\partial^{4}}{\partial w^{4}}\right) v(z, w)=0 \tag{4.14}
\end{equation*}
$$

In order to apply Theorem 2, instead of Equation (4.14), we solve the following equation

$$
\begin{equation*}
\left(\frac{\partial^{4}}{\partial \omega^{2} \partial z^{2}}-\frac{\partial^{4}}{\partial w^{4}}\right) V(\omega, z, w)=0 \tag{4.15}
\end{equation*}
$$

Let us find a solution of Eq. (4.15) in the form $V(\omega, z, w)=e^{\omega} v(z, w)$. It is easily seen that a function $v_{0}(z, w)$ is a solution of Eq. (4.14) if and only if the function $V(\omega, z, w)=e^{\omega} v_{0}(z, w)$ is a solution of Eq. (4.15).

The polynomial $P$ for Eq. (4.15) is as follows $P\left(\xi_{1}, \xi_{2}, \xi_{3}\right)=\xi_{1}^{2} \xi_{2}^{2}-\xi_{3}^{4}$. Hence, we should use a commutative algebra whose basis contains vectors $\vec{e}_{1}, \vec{e}_{2}, \vec{e}_{3}$ such that

$$
\begin{equation*}
P\left(\vec{e}_{1}, \vec{e}_{2}, \vec{e}_{3}\right)=\vec{e}_{1}^{2} \vec{e}_{2}^{2}-\vec{e}_{3}^{4}=0 \tag{4.16}
\end{equation*}
$$

For this case we can use bicomplex Segre numbers over a complex field as follows $\mathbf{A}=\left\{a_{0}+a_{1} j+a_{2} k+a_{3} f \mid a_{0}, a_{1}, a_{2}, a_{3} \in \mathbb{C}\right\}, j^{2}=k^{2}=$ $-1, f^{2}=1, j k=k j, j f=f j, k f=f k$, where $j, k, f$ commute with $i \in \mathbb{C}$.

Let us denote $i j=j i=p, i k=k i=q, i f=f i=r$. Then, $\mathbf{A}$ can be represented in the following form

$$
\mathbf{A}=\left\{a_{0}+a_{1} i+a_{2} j+a_{3} k+a_{4} f+a_{5} p+a_{6} q+a_{7} r \mid a_{i} \in \mathbb{R}\right\}
$$

with the following Cayley table

|  | 1 | $i$ | $j$ | $k$ | $f$ | $p$ | $q$ | $r$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | $i$ | $j$ | $k$ | $f$ | $p$ | $q$ | $r$ |
| $i$ | $i$ | -1 | $p$ | $q$ | $r$ | $-j$ | $-k$ | $-f$ |
| $j$ | $j$ | $p$ | -1 | $f$ | $-k$ | $-i$ | $r$ | $-q$ |
| $k$ | $k$ | $q$ | $f$ | -1 | $-j$ | $r$ | $-i$ | $-p$ |
| $f$ | $f$ | $r$ | $-k$ | $-j$ | 1 | $-q$ | $-p$ | $i$ |
| $p$ | $p$ | $-j$ | $-i$ | $r$ | $-q$ | 1 | $-f$ | $k$ |
| $q$ | $q$ | $-k$ | $r$ | $-i$ | $-p$ | $-f$ | 1 | $j$ |
| $r$ | $r$ | $-f$ | $-q$ | $-p$ | $i$ | $k$ | $j$ | -1 |

It is easily seen that $\mathbf{A}$ is associative and commutative. As the subspace $\mathbf{B}$ of the algebra $\mathbf{A}$ we consider

$$
\mathbf{B}=\left\{a_{0}+a_{1} f+a_{2} j \mid a_{i} \in \mathbb{C}\right\}
$$

The basis $\{1, f, j\}$ of $\mathbf{B}$ satisfies Eq. (4.16).
Consider $\vec{f}: \mathbf{B} \rightarrow \mathbf{A}$ of the following form

$$
\begin{aligned}
\vec{f}(\omega, z, w) & =e^{\omega+f z+j w} \\
& =V_{1}(\omega, z, w)+V_{2}(\omega, z, w) j+V_{3}(\omega, z, w) k+V_{4}(\omega, z, w) f
\end{aligned}
$$

According to Theorem 1 the function $\vec{f}$ is monogenic since

$$
\begin{aligned}
f \frac{\partial}{\partial \omega} \vec{f}(\omega, z, w) & =\frac{\partial}{\partial z} \vec{f}(\omega, z, w)
\end{aligned}=f e^{\omega+f z+j w}, ~ \begin{aligned}
\partial \frac{\partial}{\partial \omega} \vec{f}(\omega, z, w) & =\frac{\partial}{\partial w} \vec{f}(\omega, z, w)
\end{aligned}=j e^{\omega+f z+j w}, ~ i \frac{\partial}{\partial z} \vec{f}(\omega, z, w)=f \frac{\partial}{\partial w} \vec{f}(\omega, z, w)=j f e^{\omega+f z+j w} .
$$

It follows from Theorem 2 that the components $V_{l}^{0}: \mathbb{C}^{3} \rightarrow \mathbb{C}$, $l=1,2,3,4$, are solutions of Eq. (4.15). Hence, the components of the function $\vec{f}(z, w)=e^{f z+j w}$ are solutions of Eq. (4.14). Let us write these components in more details

$$
\begin{aligned}
& \vec{f}(z, w)=e^{j w+f z}=e^{j w} \cdot e^{f z}=(\cos (w)+j \sin (w))(\cosh (z)+f \sinh (z)) \\
& =\cos (w) \cosh (z)+j \sin (w) \cosh (z)-k \sin (w) \sinh (z)+f \cos (w) \sinh (z)
\end{aligned}
$$

Hence, we have the following solutions of Eq. (4.14)

$$
\left\{\begin{array}{cc}
v_{1}(z, w)=\cos (w) \cosh (z), & v_{2}(z, w)=\sin (w) \cosh (z)  \tag{4.17}\\
v_{3}(z, w)=-\sin (w) \sinh (z), & v_{4}(z, w)=\cos (w) \sinh (z)
\end{array}\right.
$$

Let us find a solution of system (4.13) in the following form

$$
\left\{\begin{array}{c}
u_{1}(z, w)=c_{11} \cos (w) \cosh (z)+c_{12} \sin (w) \cosh (z)  \tag{4.18}\\
-c_{13} \sin (w) \sinh (z)+c_{14} \cos (w) \sinh (z) \\
u_{2}(z, w)=c_{21} \cos (w) \cosh (z)+c_{22} \sin (w) \cosh (z) \\
-c_{23} \sin (w) \sinh (z)+c_{24} \cos (w) \sinh (z)
\end{array}\right.
$$

where $c_{i j} \in \mathbb{C}, i, j=1,2,3,4$.

Substituting Eqs. (4.18) into Eq. (4.13), and simplifying these equations we obtain:

$$
\left\{\begin{array}{c}
\left(c_{11}-c_{24}\right) \cos (w) \sinh (z)+\left(c_{12}+c_{23}\right) \sin (w) \sinh (z)  \tag{4.19}\\
-\left(c_{13}+c_{22}\right) \sin (w) \cosh (z)+\left(c_{14}-c_{21}\right) \cos (w) \cosh (z)=0 \\
\left(c_{11}-c_{24}\right) \cos (w) \cosh (z)+\left(c_{12}+c_{23}\right) \sin (w) \cosh (z) \\
-\left(c_{13}+c_{22}\right) \sin (w) \sinh (z)+\left(c_{14}-c_{21}\right) \cos (w) \sinh (z)=0
\end{array}\right.
$$

It follows from (4.19) that

$$
c_{11}=c_{24}, \quad c_{12}=-c_{23}, \quad c_{13}=-c_{22}, \quad c_{14}=c_{21} .
$$
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