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ВИКОРИСТАННЯ СИСТЕМ ШТУЧНОГО ІНТЕЛЕКТУ ДЛЯ ПСИХОЛОГІЧНОЇ 
ПІДТРИМКИ В УМОВАХ ВОЄННОГО СТАНУ В УКРАЇНІ

Анотація. У статті проаналізовано сучасні підходи до використання штучного інтелекту в психологіч-
ному консультуванні й обґрунтовано доцільність його застосування в умовах війни в Україні. Актуальність 
дослідження зумовлена все більшим попитом на психологічну підтримку на тлі масової психотравматиза-
ції населення, дефіциту кваліфікованих фахівців у прифронтових і деокупованих регіонах та обмеженого 
доступу до традиційних форм психологічної допомоги.

Систематизовано три основні напрями впровадження ШІ в психологічну практику: цифрові асистенти 
для самодопомоги, чат-боти-консультанти й інтеграційні рішення, що доповнюють роботу спеціаліста. Про-
аналізовано технічні можливості та методологічну відповідність ШІ-систем стандартам психологічної допо-
моги, зокрема в контексті когнітивно-поведінкової терапії. Досліджено здатність технологій забезпечувати 
емоційну підтримку, створювати безпечне середовище та формувати функціональний аналог терапевтично-
го альянсу.

Установлено, що в умовах війни ШІ-консультування набуває критичного значення як інструмент забез-
печення цілодобової доступності психологічної підтримки для вразливих груп населення, зокрема меш-
канців прифронтових територій, внутрішньо переміщених осіб і цивільного населення під час перебування 
в укриттях. Виявлено значні обмеження технологій у відтворенні справжньої емпатії, розпізнаванні невер-
бальних сигналів і роботі з менш структурованими методами, що звужує можливості ШІ до рівня первинної 
підтримки та психоедукації.

Розглянуто етичні виклики, пов’язані з конфіденційністю даних, алгоритмічними упередженнями та 
прозорістю рішень. Обґрунтовано необхідність гібридної моделі, де ШІ є доповнювальним інструментом 
у роботі психолога, а не заміною традиційного консультування. Підкреслено критичну роль психолога-
модератора в забезпеченні безпеки втручань, особливо при роботі з кризовими станами.

Новизна дослідження полягає в систематизації можливостей та обмежень використання ШІ в психо-
логічному консультуванні саме в умовах воєнного стану в Україні, що вперше комплексно проаналізовано 
в науковій літературі.

Ключові слова: штучний інтелект, психологічне консультування, психологічна допомога, чат-боти, циф-
рові технології, воєнний стан, Україна, терапевтичний альянс, емоційна підтримка, етика.
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THE USE OF ARTIFICIAL INTELLIGENCE SYSTEMS FOR PSYCHOLOGICAL 
SUPPORT UNDER MARTIAL LAW CONDITIONS IN UKRAINE

Abstract. The article analyzes contemporary approaches to the use of artificial intelligence in psychological 
counseling and substantiates the feasibility of its application in wartime conditions in Ukraine. The relevance of 
the study is determined by the growing demand for psychological support amid mass psychotraumatization of the 
population, shortage of qualified specialists in frontline and de-occupied regions, and limited access to traditional 
forms of psychological assistance.

Three main directions of AI implementation in psychological practice have been systematized: digital assistants 
for self-help, chatbot counselors, and integration solutions that complement the work of specialists. The technical 
capabilities and methodological compliance of AI systems with psychological care standards have been analyzed, 
particularly in the context of cognitive-behavioral therapy. The ability of technologies to provide emotional support, 
create a safe environment, and form a functional analogue of the therapeutic alliance has been examined.

It has been established that in wartime conditions, AI counseling acquires critical significance as a tool for 
ensuring round-the-clock availability of psychological support for vulnerable population groups, particularly 
residents of frontline territories, internally displaced persons, and civilians during shelter stays. Significant limitations 
of technologies in reproducing genuine empathy, recognizing nonverbal signals, and working with less structured 
methods have been identified, which narrows AI capabilities to the level of primary support and psychoeducation.

Ethical challenges related to data confidentiality, algorithmic biases, and decision transparency have been 
examined. The necessity of a hybrid model has been substantiated, where AI serves as a complementary tool in 
the psychologist’s work rather than a replacement for traditional counseling. The critical role of the psychologist-
moderator in ensuring intervention safety, especially when working with crisis states, has been emphasized.

The novelty of the study lies in systematizing the possibilities and limitations of AI use in psychological 
counseling specifically under martial law conditions in Ukraine, which has been comprehensively analyzed in 
scientific literature for the first time.

Keywords: artificial intelligence, psychological counseling, psychological assistance, chatbots, digital 
technologies, martial law, Ukraine, therapeutic alliance, emotional support, ethics.

Постановка проблеми та аналіз дослі-
джень. Швидкий розвиток технологій штуч-
ного інтелекту (далі – ШІ) активно впливає на 
сферу психологічної допомоги та відкриває нові 
можливості для підтримки психічного здоров’я 
населення. Цифрові рішення на основі ШІ вико-
ристовуються для психоедукації, первинного 
консультування, кризової підтримки й супро-
воду користувачів, зокрема через чат-боти 
й інтерактивні терапевтичні платформи [3; 5]. 
Такі сервіси можуть сприяти зниженню рівня 
тривоги, покращенню емоційного стану та під-

вищенню суб’єктивного благополуччя користу-
вачів [7; 12].

В українському контексті актуальність вико-
ристання ШІ в психологічному консультуванні 
значно зростає на тлі наслідків повномасштаб-
ної війни. Збільшення кількості психотравмів-
них подій, хронічний стрес, внутрішня міграція, 
виснаження ресурсів населення та дефіцит спеці-
алістів у прифронтових і деокупованих регіонах 
створюють потребу в доступних, гнучких і без-
печних формах психологічної підтримки [1; 4]. 
Можливість отримання допомоги дистанційно 
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й анонімно є беззаперечною перевагою цифрових 
сервісів [6].

Водночас інтеграція ШІ у сферу психологіч-
ного консультування супроводжується низкою 
етичних, професійних і методологічних ризи-
ків. Залишається відкритим питання, наскільки 
технології здатні забезпечувати ключові умови 
ефективної психологічної взаємодії – емпатійний 
контакт, автентичність, конфіденційність, форму-
вання терапевтичного альянсу та безпечне опра-
цювання емоційних переживань користувачів [2; 
9; 10].

Також дискусійним є питання щодо мож-
ливості виконання функцій консультанта ШІ. 
З одного боку, сучасні алгоритми ШІ демонстру-
ють ефективність у психоедукації, когнітивній 
реструктуризації та кризовій підтримці, забез-
печуючи постійну доступність і стандартизацію 
втручань [6; 9; 17]. З іншого боку, психологічне 
консультування спирається на суто людські ком-
поненти – емпатію, автентичність і здатність до 
емоційного резонансу, що визначають якість 
терапевтичного альянсу [13]. Тому критично важ-
ливим є визначення меж, у яких технології здатні 
забезпечувати емоційну підтримку та створювати 
безпечний простір, зберігаючи гуманістичну сут-
ність психологічної допомоги.

У зв’язку з цим виникає потреба системати-
зувати наукові дані щодо можливостей та обме-
жень використання ШІ у психологічній допомозі, 
а також проаналізувати доцільність його засто-
сування в сучасних українських реаліях. Метою 
статті є огляд сучасних підходів до використання 
ШІ у психологічному консультуванні й ана-
ліз потенціалу та викликів його застосування 
в Україні.

Виклад основного матеріалу. Сучасні під-
ходи до впровадження ШІ у психологічну прак-
тику можна класифікувати за трьома основними 
напрямами.

Перший напрям – цифрові асистенти для 
самодопомоги. Ці системи спрямовані на психо-
едукацію, самоспостереження й первинну емо-
ційну підтримку. Користувачі мають швидкий, 
безкоштовний і цілодобовий доступ до базових 
психологічних технік: дихальних вправ, практик 
майндфулнес, когнітивної реструктуризації та 
рекомендацій для стабілізації емоційного стану 
[3; 10; 16; 17].

Другий напрям – чат-боти-консультанти, які 
імітують психологічне консультування або пси-
хотерапевтичний діалог. На відміну від простих 
асистентів, вони здатні проводити емоційний ана-

ліз, первинну діагностику й моніторинг настрою 
користувача.

Третій напрям – інтеграція ШІ як допоміж-
ного інструменту в роботі спеціаліста. Техно-
логії застосовуються для діагностики, аналізу 
поведінкових патернів, відстеження емоційних 
реакцій і формування терапевтичних планів. 
Дослідження підтверджують, що інструменти ШІ 
можуть аналізувати медичні записи, визначати 
фактори ризику та формувати індивідуалізовані 
плани втручання [5; 18].

Значного поширення в Україні системи 
ШІ-консультування набули з початку повномасш-
табного вторгнення. Серед українськомовних 
застосунків найбільш відомими є AI PSY HELP 
(чат-бот із можливостями психодіагностики за 
стандартизованими протоколами GAD-7, PHQ-
9, PCL-5 і застосуванням різних терапевтичних 
підходів) [1] і Faino (цифровий асистент кризової 
підтримки в месенджері Telegram) [4]. Англомов-
ними аналогами є Woebot (КПТ-орієнтований 
чат-бот із технологією обробки природної мови) 
та Wysa (платформа з емпатійними діалогами на 
основі НЛП) [16].

Технічні можливості й методологічна відпо-
відність ШІ. Оцінка придатності штучного інте-
лекту для психологічного консультування перед-
бачає аналіз відповідності алгоритмічних рішень 
теоретичним і практичним стандартам психоло-
гічної допомоги.

Ключовою перевагою ШІ є адаптивність. Сис-
теми здатні імітувати терапевтичні сесії, підтри-
мувати виконання домашніх завдань, здійсню-
вати моніторинг емоційного стану й розробляти 
персоналізовані втручання відповідно до індиві-
дуальних потреб клієнта. Алгоритми аналізують 
великі обсяги даних для створення персоналізо-
ваних стратегій консультування та прогнозування 
результатів терапії [7].

Штучний інтелект демонструє здатність 
підтримувати методологічну узгодженість 
у структурованих підходах, зокрема в ког-
нітивно-поведінковій терапії. Завдяки мето-
дам обробки природної мови (NLP) системи 
виявляють когнітивні спотворення та дотри-
муються етапів когнітивної реструктуризації, 
забезпечуючи стандартизацію терапевтичного 
процесу. Алгоритми можуть реалізовувати 
базові протоколи когнітивної реструктуризації 
(CR), поведінкової активації (BA) й експози-
ційної терапії (ET), створювати персоналізо-
вані сценарії та контролювати прогрес клієнта 
в реальному часі [9].
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Водночас залишається проблема обмеженої 
здатності алгоритмів працювати з менш струк-
турованими методами, що вимагає подальших 
досліджень і постійного експертного супроводу 
[17]. Для повноцінної інтеграції ШІ в консульта-
тивну практику необхідно розробити чіткі стан-
дарти, визначити межі відповідальності й ство-
рити механізми контролю якості. Це підкреслює 
потребу у валідації алгоритмів та уточненні меж 
їх ефективного застосування [9].

Емоційна підтримка й створення безпечного 
середовища. Відчуття безпеки є ключовою умо-
вою ефективності психологічної допомоги. Воно 
створює простір, де клієнт може ділитися влас-
ним досвідом і досліджувати свої емоції. У стані 
психологічної захищеності стає можливим опра-
цювання травматичних переживань і розвиток 
внутрішньої цілісності. Емоційна підтримка базу-
ється на емпатійній присутності, автентичності 
й безумовному прийнятті клієнта. Саме ці людські 
якості – емпатія, емоційна стійкість і здатність 
інтуїтивно розпізнавати стан клієнта – визначають 
глибину й тривалість терапевтичних змін [13].

У контексті ШІ-консультування постає 
питання, якою мірою технології здатні відтворю-
вати цей емоційно насичений компонент. Дослі-
дження показують, що користувачі часто сприй-
мають ШІ-консультантів як безпечний простір 
для самовираження. Відсутність потенційних 
оцінних суджень, які могла б продемонструвати 
людина-консультант, і певна анонімність знижу-
ють тривогу й полегшують саморозкриття, осо-
бливо серед тих, хто уникає традиційної терапії 
через страх оцінювання [16].

Певною перевагою ШІ є емоційна передба-
чуваність. Чат-боти реагують стабільно й послі-
довно, уникаючи контрперенесення чи емоційних 
спалахів, що підсилює відчуття контролю та пси-
хологічної безпеки. Системи можуть імітувати 
емпатію через підтверджувальні вислови, пере-
фразування й м’яку тональність відповіді, ство-
рюючи в людини враження прийняття [17].

Водночас імітація емпатії має суттєві обме-
ження. Науковці описують явище «надмірної 
позитивності» – тенденцію чат-ботів використо-
вувати оптимістичні реакції в недоречних кон-
текстах, що знецінює біль клієнта й підриває 
автентичність контакту. Позитивне підкріплення, 
таким чином, може мінімізувати складні почуття 
користувача, що суперечить принципам особис-
тісно орієнтованої терапії [17].

Ще одним обмеженням є нездатність ШІ 
сприймати невербальні сигнали й амбівалентність 

висловлювань. Система інтерпретує фрази корис-
тувача, не досліджуючи сумніви чи внутрішні кон-
флікти. Це призводить до поверхового розуміння 
досвіду клієнта. Описані випадки спрощеного 
тлумачення емоцій і редукції складних причин 
стресу до однієї очевидної. Особливо проблемним 
є неправильне приписування емоцій: ШІ може 
ототожнювати адаптивні почуття (гнів) із неадап-
тивними переконаннями, намагаючись їх «випра-
вити», що патологізує нормальні реакції [17].

Використання ШІ з голосовими інтонаціями 
чи мімікою може посилювати відчуття присут-
ності, але й така «втілена емпатія» залишається 
позбавленою морального змісту та справжнього 
емоційного резонансу [7].

Отже, ШІ може бути інструментом емоційного 
супроводу, забезпечуючи передбачуваність, ста-
більність і часткову безпечність взаємодії. Його 
сильними сторонами є доброзичливість, анонім-
ність і зниження соціальної тривоги. Проте від-
сутність справжньої емпатії, етичного судження 
й людської присутності обмежує глибину тера-
певтичного досвіду.

Терапевтичний альянс у взаємодії «клієнт – 
ШІ». Терапевтичний альянс є однією з ключових 
детермінант ефективності консультування та 
психотерапії. Він забезпечує узгодження цілей, 
завдань і характеру взаємодії між клієнтом 
і фахівцем [13]. У контексті розвитку цифрових 
технологій постає питання, чи може штучний 
інтелект відтворити або частково змоделювати 
механізми довіри, підтримки й співпраці, прита-
манні реальному консультуванню. Дослідження 
свідчать, що користувачі активніше взаємодіють 
із системами, які демонструють людяний стиль 
спілкування й імітують емпатію [10].

Утім сьогодні ШІ не здатен відтворити всю 
складність емоційного контакту у взаємодії «фахі-
вець – клієнт», навіть пропонуючи підтримку, 
створюючи терапевтичний діалог або реагуючи 
на запити користувача [16]. Тому доцільно гово-
рити про формування функціонального аналога 
терапевтичного альянсу, що може виконувати 
частину функцій традиційного контакту.

Отже, важливими чинниками формування 
функціонального альянсу між користувачем 
і ШІ-системою є постійна доступність сервісу, 
анонімність і відсутність соціального осуду. Ці 
особливості створюють базове відчуття безпеки, 
що є особливо значущим в умовах хронічного 
стресу. Для деяких людей це може бути першим 
кроком до відкритого самовираження й подаль-
шої роботи з фахівцем.
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У таких випадках взаємодія «користувач – ШІ» 
може виконувати адаптивну функцію: надавати 
емоційну підтримку, пропонувати техніки само-
допомоги, слугувати інструментом психоосвіти 
або самоспостереження [8]. Водночас глибинна 
терапевтична робота залишається за межами 
можливостей ШІ. У цьому контексті ШІ доцільно 
розглядати не як альтернативу, а як інструмент 
доповнення роботи психолога. Роль психолога-
модератора полягає в посередництві між клієнтом 
і ШІ, контролі якості, доречності й коректності 
згенерованих відповідей. Важливим є збере-
ження гуманістичного виміру консультування, 
адже саме фахівець забезпечує наявність живої 
емпатії, яку штучний інтелект поки що не здатен 
повністю відтворити. Психолог може інтегрувати 
отриманий користувачем досвід і в подальшому 
перевести контакт ШІ у простір живої терапев-
тичної взаємодії [15].

ШІ як інструмент підвищення доступності 
психологічної допомоги. Доступність традицій-
ної психологічної допомоги залишається недо-
статньою навіть у мирний час. Значна частина 
населення не звертається до психологів через 
стигматизацію, брак часу, фінансові труднощі або 
географічну віддаленість. Дефіцит фахівців і три-
вале очікування консультацій призводять до того, 
що люди не отримують своєчасної підтримки або 
припиняють терапію передчасно [14].

У воєнний період ці проблеми загострюються. 
Постійна загроза життю, утрата близьких, мігра-
ція, відчуття небезпеки створюють масовий попит 
на психологічну підтримку серед військових, 
цивільних, волонтерів і внутрішньо переміще-
них осіб. Особливо вразливими є мешканці при-
фронтових та окупованих територій, які фізично 
не можуть звернутися до фахівців через обстріли 
або відсутність безпечного доступу [2].

За цих умов ШІ може частково подолати ці 
обмеження, пропонуючи масштабовані, персона-
лізовані та фінансово доступні рішення. Чат-боти 
й віртуальні асистенти забезпечують безперервну 
можливість отримання підтримки, що критично 
важливо за умов перевантаження чи територіаль-
ної недосяжності традиційних служб. Такі інстру-
менти можуть стати першим етапом звернення, 
допомогти стабілізувати емоційний стан і надати 
рекомендації щодо подальших дій [8].

Таким чином, ШІ-сервіси мінімізують потребу 
у фізичному контакті,  забезпечуючи безперерв-
ність допомоги [3]. Часткова анонімність і від-
сутність осуду створюють ресурсне середовище 
для тих, хто відчуває сором або страх перед звер-

ненням до фахівця [11]. Важливою особливістю 
є здатність одного цифрового ресурсу одночасно 
обслуговувати сотні користувачів, що забезпечує 
масштабність і доступність для малозабезпече-
них груп [6].

Актуальним є використання ШІ для підтримки 
сільських громад, де нестача фахівців спостеріга-
лася ще до війни. У віддалених селах часто від-
сутні психологи, транспорт або фінансові ресурси 
для відвідування спеціаліста. Цифрові платформи 
компенсують цей дефіцит, надаючи консульта-
ції через смартфон або комп’ютер. Такі рішення 
сприяють розширенню доступу до психологічної 
допомоги: кожен користувач, який має інтернет, 
може отримати базову підтримку незалежно від 
місця проживання. [8].

Водночас залишається проблема цифрової 
нерівності. Мешканці сільських регіонів чи тери-
торій із нестабільним інтернетом часто позбав-
лені можливості користуватися онлайн-серві-
сами. Повне подолання обмежень можливе лише 
за умови розвитку цифрової інфраструктури, 
державної підтримки й поєднання технологічних 
рішень із роботою фахівців [2].

Етичні виклики й конфіденційність 
у ШІ-консультуванні. У сучасних умовах циф-
ровізації ці базові принципи набувають нового 
виміру в контексті використання систем ШІ для 
консультування.

Найбільш дискусійним аспектом є забезпе-
чення конфіденційності й безпеки даних. Сис-
теми на основі ШІ обробляють великі обсяги чут-
ливої інформації: історії сесій, емоційні реакції 
користувачів. Захист таких даних має включати 
сувору анонімізацію, шифрування й постійний 
моніторинг для запобігання несанкціонованому 
доступу. Без установлення нормативів конфі-
денційності використання ШІ для психологічної 
допомоги буде неможливим [11]. Дослідники 
звертають увагу також на проблему власності 
інформації та необхідність упровадження інфор-
мованої згоди клієнтів [11; 18].

У цьому контексті важливим завданням 
є запобігання алгоритмічним упередженням. 
Моделі ШІ можуть відтворювати соціальні чи 
культурні стереотипи, що створює ризик дис-
кримінації окремих груп користувачів [9; 11]. 
Для зниження таких ризиків необхідно забез-
печити репрезентативність навчальних вибірок, 
незалежний аудит моделей і міждисциплінарну 
експертизу [12].

Умовою прийнятності ШІ у психологічній 
практиці є прозорість і пояснюваність рішень. 
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Лише моделі, здатні обґрунтовувати свої реко-
мендації, можуть розглядатися як придатні для 
консультування [9]. Прозорість алгоритмів сприяє 
формуванню довіри й дає змогу зберегти відпові-
дальність фахівця перед клієнтом [15].

Додаткові труднощі виникають під час вико-
ристання ШІ у кризових або клінічно склад-
них ситуаціях. Дослідження підтверджують, 
що навіть найрозвиненіші алгоритми не завжди 
здатні ідентифікувати суїцидальні ризики чи інші 
прояви тяжкої патології, тому участь людини-спе-
ціаліста залишається обов’язковою умовою без-
печного втручання [19].

Результати, отримані системами ШІ, мають 
перевіряти фахівці для уникнення потенцій-
них помилок чи шкідливих рекомендацій [15], 
з огляду на те що ШІ має розглядатися як допо-
міжний інструмент, який розширює можливості 
спеціаліста, але не замінює терапевтичного кон-
такту між людиною та клієнтом.

На основі аналізу пропонується розглядати 
застосування ШІ у психологічному консульту-
ванні як багаторівневу систему підтримки, що не 
підміняє, а доповнює роботу фахівця. Доцільним 
є впровадження трирівневої моделі використання 
ШІ. 

Первинна психологічна підтримка. Застосу-
вання ШІ для емоційної стабілізації користувача, 
надання першої психологічної допомоги, психо-
едукації, зниження бар’єру звернення до спеціа-
ліста, а також як безпечну модель першого кон-
такту для людей, які вагаються на етапі звернення 
по допомогу.

Доповнення до процесу консультування. Вико-
ристання ШІ як інструмента підтримки між сесі-
ями для формування й закріплення навичок само-
регуляції, нагадувань, вправ, щоденників емоцій, 
трекінгу психоемоційного стану та посилення 
терапевтичного ефекту.

Постконсультаційний супровід. ШІ може 
використовуватись як засіб профілактики реци-
диву й підтримання психологічної стійкості, що 

забезпечує продовження самостійної роботи клі-
єнта після завершення взаємодії з фахівцем.

У контексті України така модель набуває 
особливої важливості з огляду на воєнні події, 
обмежений доступ до психологічної допомоги 
в окремих регіонах і підвищену потребу насе-
лення у швидкій і доступній підтримці. Водночас 
важливо встановити чіткі етичні, методичні та 
професійні межі, які мають знімати ризик тех-
нологічної заміни живої терапевтичної взаємодії 
й збереження гуманістичного характеру психоло-
гічної допомоги.

Висновки. Застосування технологій ШІ у пси-
хологічному консультуванні становить перспек-
тивний напрям, що відкриває додаткові можли-
вості для психоемоційної підтримки населення, 
особливо в умовах воєнного часу в Україні. Огляд 
літератури засвідчує, що сервіси на основі ШІ 
є корисними для психоедукації, первинної ста-
білізації емоційного стану, розвитку навичок 
самодопомоги та підтримки між консультаціями, 
однак не здатні повною мірою забезпечити емпа-
тійну взаємодію, формування терапевтичного 
альянсу й глибинне опрацювання травматичного 
досвіду. Використання ШІ супроводжується низ-
кою етичних викликів, які потребують чіткого 
професійного регулювання, зокрема щодо кон-
фіденційності, коректності алгоритмів і недопу-
щення підміни живої міжособистісної взаємодії 
цифровими рішеннями. З огляду на це доцільно 
розглядати ШІ не як альтернативу, а як допоміж-
ний інструмент у роботі психолога. Запропоно-
вана авторська трирівнева модель застосування 
ШІ – як засобу первинної підтримки, доповне-
ння в процесі консультування та постконсульта-
ційного супроводу – окреслює можливості зба-
лансованої інтеграції технологій зі збереженням 
гуманістичних засад психологічної допомоги. 
Подальші дослідження мають бути спрямовані на 
оцінювання ефективності різних форматів такої 
інтеграції та розробку етичних рекомендацій для 
практиків.
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